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Malware attacks
increased 358% compared to 

2019 
68% of the companies 

experienced a targeted attack 
on their networks

Increase in cyberattacks Current techniques
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Current techniques for 
malware detection are limited

Problem identification
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Presenter Notes
Presentation Notes
Cybercrimes are constantly increasing. More specifically, in 2020 , malware attacks increased 358% compared to 2019. From here, cyber attacks globally increased by 125% through 2021, while increasing volumes of such attacks continued to threaten businesses and individuals during 2022. This increase is also reflected in the increase in security investment in companies.Also 68% of companies experienced a targeted attack on their networks and suffered data loss as a direct result.Apart from this increase in cyberattacks, it is important to notice that these are normally focused on endpoints, such as computers, laptops, smartphones, etc. The reason behind this is that they are seen as the weakest link in an organization’s security.Current techniques -> next diapo
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Dynamic analysis

● Detected by malware

● Change behaviour

● Computer resources needed

● Not immediate

● Not detect until executed

● No specific solution for 
servers

● Malware-centric

Static analysis

● Malware signatures change

● Packed/Obfuscated

● Can’t detect zero days

● No specific solution for 
servers

● Malware-centric

Current techniques
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Presenter Notes
Presentation Notes
Dynamic: Is based on executing code of a potential threat in a controlled environment (virtual machines, debuggers and sandboxes) to observe its behavior.  + explain what appears on the presentation (the behaviour changes, it is not detected until the malware is execute etc)It is important to note that to run a sandboxed environment, additional computing resourcessuch as CPU, RAM, storage, and network bandwidth is needed to simulate a real-worldenvironment. These resource requirements can be quite big, which can be a challenge fororganizations with limited resources or those running large-scale malware analysis opera-tions.Additionally, malware may behave differently in a controlled environment, for example, it may consume more resources than it would in a real-world environment. This can make it more difficult to analyze the malware's behavior and identify malicious activity.—-----static -> analyze the code and create a signature to detect the specific malware in the future—----It is worth noting that solutions that incorporate machine learning algorithms for malwaredetection do not take into account the behavior of the user or the context in which thesystem is being used as they are malware-centric [6] and only focus on analyzing malware-behaviour.



Detect deviation 
from normal user 

behaviour

User-centric

Efficient

Quick 
detection

Does not involve a 
dedicated infrastructure 

for malware analysis

Metrics extracted 
every few seconds

Detect any 
deviation 

Zero-days

Servers

Lightweight

Adapt to any host

Models are quickly 
trained + fast 
prediction

Justification
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Presenter Notes
Presentation Notes
user centric -> it does not neet malware, only behaviour of the userefficient -> does not neet dedicated infrastructure as it only looks at logs and the models are very lightquick detection -> logs are gathered and analyzed very fastzero-days -> as it is user-centric, it can detect any type of malware, including zero daysservers -> it can adapt to servers, which have very repetitive taskslightweight -> fast and light models the idea behind this technique is that normally when system’s vulnerabilities are exploited, an abnormal use of the system is observed. As a result, abnormal patterns of system usage could detect security violations that would not be detected with other malware detection techniques. For example, a virus might cause an increase in storage used by executable files, the frequency of executable files rewritten, or a particular program being executed as the virus spreads.
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Architecture
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Wazuh Agent + 
Custom Scripts Elastic Search

Custom AI/ML 
Engine

Presenter Notes
Presentation Notes
6 minis an open-source security monitoring solution that helps organizations detect and respond to security threats by collecting and analyzing security-related data from various sources. In this project it was needed to collect logs from endpoints in order to extract metrics that can be analyzed. Since Wazuh simplifies this process, it was decided to incorporate it into the project.—------------------------IDEA: just explain the graph! Les fotos son les metriques que s’agafenwhat we do is that every minute we extract metrics from the system and we pass them all at once through the machine learning model,..



Relationships among features

Can handle noise

Adapt to changes

Machine learning No supervised training
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We propose a system able
to adapt without previous

supervised learning process

Decisions
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Presenter Notes
Presentation Notes
THIS ONE MAY NOT BE NECESSARY!Another key consideration was whether to use machine learning algorithms or mathematical statistical models for outlier detection. However, after comparing these two approaches, it became clear that machine learning models were the better choice. The relationships among features in a dataset may be complex, and it can be difficult to capture with a mathematical model that looks at each feature/metric in isolation without taking into account other features. Machine learning algorithms, on the other hand, are designed to handle datasets with many features, and they use advanced techniques to automatically learn the relationships among features that are most relevant for detecting outliers (malware). For example, suppose the case where the user opens more applications than usual at the time, which cases a cpu increase. In this case, the statistical model may classify this behaviour as outlier. On the other hand, as the machine learning model considers the rest of the features when making a decision, this sudden increase won't be classified as outlier (malware) as long as other metrics/features don't have a different behaviour as well.Apart from that, machine learning algorithms can handle noisy data better than some mathematical models, which may be more sensitive to this issue. Machine learning algorithms can also adapt to changes in the data over time, which can be useful as the user's behaviour may change from time to time.—------------------------------------------------------It is important to add that in this case metrics are not normalized. Normalization is a technique that involves scaling the data to avoid issues with features that have very different ranges or units of measurements, which can cause some machine learning algorithms to give more weight to certain features. However, applying normalization to the models worsened their performance. The models are trained to find outliers, which are data points that deviate significantly from the norm. The problem is that normalization scales the outliers to be closer to the other data, which reduce the differences between them. As a result it is harder for the outlier detection algorithm to classify properly. However, there is no universal rule about when normalization is appropriate for outlier detection models. The effect of normalization on the performance of the model will depend on the specific dataset and the characteristics of the algorithm being used.
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Network

● Geographical 
connection origin

● Data Traffic Ratio

● Data Transfer Rate

● Packet Ratio

● Packet Transfer Rate

● Connection 
Status/Count

Metrics
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CPU/Memory

● Cpu usage

● Memory usage

01

System audit

● File Operations

● Command ratio

01

Processes

● Process count
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Presenter Notes
Presentation Notes
1:30 minThe metrics are divided into four categories: network, CPU/memory usage, processes and auditctl logs. By using machine learning models to analyze these metrics, we can create a model that can automatically identify any potential problems, more specifically, malware.a diferencia de otros, no solo miro 1 feature, mira todas a la vezIt’s important to note that a single metric may not necessarily provide enough informationto detect malware on its own, as certain metrics may have legitimate reasons for fluctuatingor deviating from normal behavior. However, by analyzing a combination of metrics at aspecific time, we can gain a more comprehensive view of the system and identify patternsthat may indicate the presence of malware.network -> botnets, dos, spyware, adware, ransomwarecpu -> ransomware, botnet, criptomiingfiles -> virus, worms, ranomprocess-> in general there’s an increase in this



Collected data

Information 
searching

Idle state

Audio/Video 
Streaming

Command 
execution

º

Normal behaviour data

Online text 
editing

Online model 
training and testing

Cloud based 
storage
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Presenter Notes
Presentation Notes
important to say that it takes all this information at the same time!



Collected data

Backup

Normal 
behaviour

Ransomware

Botnet

º

Test data

Denial of 
Service

Software 
compilation
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Presenter Notes
Presentation Notes
3Each type of data was collected during multiple days to improve the accuracy of the results.By collecting data over a longer period, the study was able to capture a more comprehensivepicture of the malware’s impact on the user’s behavior and computer usage patternnormal behaviour data -> to test for false positives



Algorithms

Algorithms

One-Class SVM Local Outlier Factor

AutoencoderKernel Density Estimation
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Presenter Notes
Presentation Notes
45 seconds�these are the models that i tried they have been trained so that they have the least amount of false positives



Algorithms

Kernel Density Estimation
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Parameters

kernel →Gaussian
bandwidth →Scott
threshold →7th prc.

Issues

Wrong feature importance

Issues detecting botnet and 
ransomware

Presenter Notes
Presentation Notes
45 seconds�these are the models that i tried they have been trained so that they have the least amount of false positives



Algorithms

Autoencoders
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Layers

input→Shape of the training 
data
encoding→49 n, ReLU 
activation, L1 regularization
decoding→49 n ReLU
output→sigmoid function

Issues

Poor feature importance

Issues detecting ransomware

Presenter Notes
Presentation Notes
45 seconds�these are the models that i tried they have been trained so that they have the least amount of false positives
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Algorithms

Kernel Density Estimation

Normal behaviour

Ransomware

Botnet

Denial of Service

100%

42%

90%

100%
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Presenter Notes
Presentation Notes
��This model has identified certain features as being highly important, such as "EU", eventhough they should not have that level of importance. This can lead to incorrect classifi-cations. The model’s poor detection of ransomware attacks could be due to this incorrectfeature importance. Some of the features that increase in ransomware attacks are the onesrelated to processes, which are not taken into account in this model. 



Algorithms

Autoencoder

Normal behaviour

Ransomware

Botnet

Denial of Service

100%

71%

100%

100%
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Presenter Notes
Presentation Notes
�All features seem to have a similar importance, which may indicate that the features arenot well differentiated and that they are not providing much information to the model.However, the performance of the model is good despite having similar feature importancesfor all 49 features, which could mean that the dataset has a relatively simple structureand that the autoencoder is able to capture the important features with a similar levelof importance. However, identifying and focusing on important features can improve theperformance of the model. Not doing so, resulted in missclassifying the ransomware datain some cases that some of the metrics were similar to the normal behaviour ones.



Comparison

One-Class 
SVM LOF Autoencoder KDE

Normal 
behaviour 0.9 0.92 1 1

Botnet 1 1 1 0.9

DoS 1 0.96 1 1

Ransomware 1 0.5 0.71 0.42
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Presenter Notes
Presentation Notes
1:30false positives -> 0.9 means that in 10 minutes we would have always a false positives -> that’s not good, we want 0 false positives�In terms of malware detection, a low accuracy indetecting malware activity can have serious consequences as it can delay the detection ofthe threat, which is crucial for containing and mitigating the attack. While the modelsmay eventually detect the threat, the delay in detection can result in a more severe impacton the system. Therefore, apart from the Isolation Forest model which has the highestaccuracy for detecting both normal behavior and malware activity, the Autoencoder modelcan also be considered as it has a relatively better accuracy in detecting ransomware attackscompared to the other models



Comparison

One-Class 
SVM LOF Autoencoder KDE

Normal 
behaviour 0.81 0.95 1 1

Botnet 1 1 1 1

DoS 1 0.96 1 1

Ransomware 0.93 0.28 0.78 0.35

Further training the system:
Introducing software compilation and backup data
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Presenter Notes
Presentation Notes
1minn reviewing the results, it was observed that most models had reduced accuracy in detectingransomware attacks. However, the Autoencoder model showed an increase in accuracy afteradding data that is similar to ransomware attacks. This could be due to a reconfigurationof feature importances. Nonetheless, the accuracy of detecting ransomware attacks is stilllower than the Isolation Forest model’s accuracy, which decreased to 0.93.



False positives
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Presenter Notes
Presentation Notes
2:30explain the experimentIt should be noted that these results are specific to this study, and achieving perfect precision may vary in other environments depending on the diversity of normal behavior data for each user. Nonetheless, this study demonstrates that it is possible to achieve perfect precision. ��This statement suggests that in a work environment where employees follow a routine and exhibit consistent web browsing behavior, the model would require less time to reach a stable and accurate prediction. This is because the model would have a more predictable and consistent set of data to learn from, leading to a faster convergence towards accurate predictions.This also suggests that implementing the detection system on a server with highly automated and repetitive tasks would be highly beneficial. Not only would it achieve high accuracy with normal behavior quickly, but as the actions are automated, it would effectively detect any type of security threat.
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Next Steps

Real life 
detection/
mitigation

Test/Incorporate 
into a real system

Cloud Preprocessing Different 
operating 
systems
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Presenter Notes
Presentation Notes
2 minutesmitigation is needed. If we detect the malware, what is next?The normal behavior datasets used in this study are based on my personal usage patternsand are limited in size. Therefore, it would be beneficial to collect data from other environ-ments, such as a corporate network or server, to evaluate the performance of the proposedapproach under different conditions and with larger datasetsimplementing this approach could provide significant benefits to companies seeking to en-hance their security systems. By incorporating this technique to detect malware into exist-ing security infrastructure, such as Security Information and Event Management (SIEM)platforms, companies could detect and respond to potential threats more quickly and accu-rately. Incorporating the cloud into this system to share data would be very beneficial. By analyzing shared information, we can identify emerging trends, patterns, used by cybercriminals. This knowledge helps in anticipating futurethreats and developing better defense strategies.
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